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Abstract—Software risk management can be defined as an attempt to formalize risk oriented correlates of development success into a readily applicable set of principles and practices. By using a survey instrument we investigate this claim further. The investigation addresses the following questions: 1) What are the components of software development risk? 2) how does risk management mitigate risk components, and 3) what environmental factors if any influence them? Using principal component analysis we identify six software risk components: 1) scheduling and timing risks, 2) functionality risks, 3) subcontracting risks, 4) requirements management, 5) resource usage and performance risks, and 6) personnel management risks. By using one-way ANOVA with multiple comparisons we examine how risk management (or the lack of it) and environmental factors (such as development methods, manager’s experience) influence each risk component. The analysis shows that awareness of the importance of risk management and systematic practices to manage risks have an effect on scheduling risks, requirements management risks, and personnel management risks. Environmental contingencies were observed to affect all risk components. This suggests that software risks can be best managed by combining specific risk management considerations with a detailed understanding of the environmental context and with sound managerial practices, such as relying on experienced and well-educated project managers and launching correctly sized projects.

Index Terms—Software risk, risk management, software development, project management, system failures, process improvement.

1 INTRODUCTION

Software development suffers chronically from cost overruns, project delays, unmet user needs, and unused systems ([12], [32]). This has continued despite huge advances in development techniques, tools, and software technologies ([20]). Since the early 80s, these difficulties have been alleviated through software risk management ([38], [7]). Software risk management can be defined as “an attempt to formalize risk oriented correlates of success into a readily applicable set of principles and practices” ([8, p. 33]). It embraces techniques and guidelines to identify, analyze, and tackle software risks items. A risk item denotes a particular aspect or property of a development task, process, or environment, which, if ignored, will increase the likelihood of a project failure, e.g., threats to successful software operation, major sources of software rework, implementation difficulty, or delay ([34]). Overall, software risk management has raised considerable hopes for improving system development ([1], [7], [8], [10], [13], [37], [20]).

Even though practitioners have increasingly followed guidelines suggested by the proponents of software risk management, information about the impact of software risk management has been sparse and anecdotal. There are only a few empirical studies about the commonality and type of software development risks. In particular, there is little empirical evidence that shows which types of positive effects software risk management can have. In this paper, our goal is to expand our knowledge in this area. Using a survey instrument, we empirically delineate six components of software development risk:

1. scheduling and timing risks,
2. system functionality risks,
3. subcontracting risks,
4. requirement management risks,
5. resource usage and performance risks, and
6. personnel management risks.

Furthermore, we examine how factors related to risk management and environment correlate with successful management of these components. These findings are derived from a survey covering more than 80 project managers. The survey instrument is based on Boehm’s ([7], [8]) work on top 10 software risks and risk management techniques. The paper is organized as follows: First, we discuss earlier research, formulate the research problem, and describe the research method. Next, using principal component analysis, we derive six components of software development risk. In the fourth section, we examine which risk management practices and environmental contingencies influence these components. We conclude by suggesting some principles for successful software risk management and identifying topics that invite future research.


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text


text
broad perspective on software risk (see Appendix 1). The list is also well-known and has been widely applied in practice to orchestrate risk management plans ([8], [10]). Hence, Boehm’s list was chosen as it allowed us to investigate the level of exposure to various software risks.

In spite of its popularity and simplicity, Boehm’s list forms an inductively derived collection of risk items and thus lacks a theoretical foundation ([34], [2]). It has multiple items which refer to the same phenomenon (like requirements related risks). It is also unclear how many distinct aspects of software risk it captures as many listed items covary with several risk management methods and also with one another ([34]). This suggests that the original list should be consolidated, in particular when some risk management techniques tackle several risk items. The benefit of this would be that a large set of risk items could be summarized into one independent component of software risk ([2]). This would provide a simpler basis for developing instruments to measure software risk. Obviously, this has a direct bearing on software risks management practices—especially on risk assessment.

We operationalized the software risk by listing a set of statements where each statement represents a claim with respect to how well this specific risk “item” has been managed in past projects. As advised by the project managers and experts in our pilot study (see Appendix 3), we extended Boehm’s list with new risk items (e.g., deadline effect, completion in time, project cancellation, and managing project complexity). In the end, the survey instrument included 20 Likert scale items that measured risk levels associated with the extended Boehm’s top 10 list (see Appendix 2). The questions presented are translated from Finnish. We used principal component analysis to reduce the number of chosen items into a smaller set of independent software components, as will be explained below.

2.3.2 Risk Management Practices

While investigating the use of risk management methods we utilized Boehm’s (7) classification of risk management methods. We also inquired about respondents’ general commitment to risk management by asking how extensively risk management methods had been used, whether the use was voluntary, and what the experiences of using methods were. These items were included because we postulated that organizations with a wider experience base have learned to apply risk management methods more effectively. We also asked about the amount of resources that had been allocated to manage risks.

2.3.3 Environmental Contingencies

We postulated that the capability to cope with the development risk is also contingent upon several external factors ([34], [10]). These include: 1) organizational characteristics, 2) technology characteristics, and 3) individual characteristics. Organizational characteristics cover items like organizational size, industry, type of system being developed (business systems/embedded systems), and contractual arrangements ([4], [5]). Technology characteristics include items like the newness of technology and the complexity and novelty of the required technological solutions ([38], [13], [48]). We also assumed that process technologies like development tools and methods affect the ability to manage risks (see [23], [47]). We also expected that project managers’ characteristics and experiences (with projects of varying size and complexity) were one important predictor to successfully manage risks ([47], [29]). Similarly, software engineering education—both in computing and project management—was expected to affect the capability to handle software risks.

2.4 Data Set and Data Analysis

We collected a representative data set using a survey instrument by mailing the developed questionnaire to a selected sample of the members of the Finnish Information Processing Association (1991) whose job title was project manager or equivalent, e.g., development manager, and who had also managed projects in Finland. For simplicity, we shall call all respondents project managers. In order to avoid a bias, we sent the questionnaire to at most two persons in one company. Where more than two project managers were listed for one company, the required two project managers were selected randomly. In this way, we obtained 248 people from our sample and mailed the questionnaire to them. The final data set consisted of responses from 83 project managers (response rate = 33.5 percent). The response rate was satisfactory and over the generally accepted rate (e.g., [24]). Overall, our sample included project managers both from internal IS departments and from software houses of varying size. The respondents in our sample had experiences of nearly 1,100 software projects. MIS applications covered approximately 76 percent of all projects included in the sample. The majority of their development projects were relatively small. The largest reported project was 672 man months. The average size of their last completed project was 15.24 man months (N = 75, STD 11.4).

The analysis of the data set obtained was conducted in several steps. First, we identified major software risk components by using principal component analysis (PCA) ([22]). PCA is widely used to examine the underlying patterns for a large number of variables and to determine if the information (variance) can be summarized in a smaller set of factors or components for subsequent correlation or

2. This appeared to be a good decision as we got responses from 67 persons whose job title was exactly project manager. In addition to that, we got responses from nine development managers, five system development managers, one project director, and one project planner. All of them had experience in managing software projects.

3. In PCA, a correlation matrix is computed of all items included in the analysis, with unities inserted in the diagonal. Using factor analysis technique (with or without rotation), one extracts, for prediction purposes, as few as possible components (factors) that represent the variation of the original variables as much as possible. The resulting factor matrix displays the factor loadings (correlations) of the original items with the new extracted component. The cutting level for a statistically significant loading is at the lowest, 0.30, when sample sizes are 50 and over (as suggested by [22]). We applied a more precautionary cutting level of approximately 0.40 (two entries with loadings 0.38882 and 0.39192 were accepted). Our research setting met the criteria to use principal component analysis—prediction, finding a minimum number of factors to account for a maximum portion of variance, and the expected low unique and error variance as a portion of the total variance.
regression analysis. PCA analyzes the covariation of a set of variables and condenses the variation into a smaller number of underlying (latent) components. Second, we used ANOVA\(^5\) with multiple comparisons to examine how risk management practices or environmental contingencies influence the management of identified software risk components. In most tests (if not otherwise described), we used a statistical significance level of \(a = 0.05\). We also analyzed the validity and reliability of the survey instrument, as explained in Appendix 3.

5. The basic requirements of using variance analysis ([16])—normal distribution (Kolmogorov-Smirnov), independence of test groups, the homogeneity of variances (Levene, \(a = 0.01\))—were checked and the data was found appropriate for the analyses.

### 3 COMPONENTS OF SOFTWARE DEVELOPMENT RISK

By using PCA (eigenvalue 1.0, VARIMAX-rotation with Kaiser-normalization), we extracted six components from our original data set, which resulted in the best explanatory model (Table 1). These six components explained 63.2 percent of the total variation of the original variables, which can be regarded as well beyond sufficient ([22]). Moreover, 13 of the items loaded on only one factor and five items on two factors; overall, this resulted in a reasonably clean and easy to interpret model. Only one item—estimates for personnel needs—loaded on three factors. Few variables loadings on more than one factor indicate the clarity of the

<table>
<thead>
<tr>
<th>Variables</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
<th>Factor 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduling Timing</td>
<td>.00280</td>
<td>-.07714</td>
<td>-.02218</td>
<td>.01591</td>
<td>.02593</td>
<td>.75975</td>
</tr>
<tr>
<td>Problems in timetable</td>
<td>.83713</td>
<td>.04218</td>
<td>-.05162</td>
<td>.18396</td>
<td>-.15252</td>
<td>.08019</td>
</tr>
<tr>
<td>Resource usage and deadline</td>
<td>-.10617</td>
<td>-.11342</td>
<td>-.06551</td>
<td>.05988</td>
<td>.84819</td>
<td>.11891</td>
</tr>
<tr>
<td>Actual costs vs. estimated costs</td>
<td>.73074</td>
<td>-.27027</td>
<td>.16433</td>
<td>-.02437</td>
<td>.00298</td>
<td>.08001</td>
</tr>
<tr>
<td>Wrong size estimates</td>
<td>.61561</td>
<td>.22824</td>
<td>.22494</td>
<td>-.11404</td>
<td>.35527</td>
<td>-.01836</td>
</tr>
<tr>
<td>Estimates for personnel need</td>
<td>.55120</td>
<td>.43683</td>
<td>.42497</td>
<td>-.02526</td>
<td>-.00559</td>
<td>-.09131</td>
</tr>
<tr>
<td>Steady consumption of time</td>
<td>.01702</td>
<td>.19711</td>
<td>.03388</td>
<td>.48534</td>
<td>.06886</td>
<td>.40460</td>
</tr>
<tr>
<td>Insufficient expertise</td>
<td>.33951</td>
<td>.34520</td>
<td>.21398</td>
<td>-.31981</td>
<td>.07002</td>
<td>.39192</td>
</tr>
<tr>
<td>Managing project complexity</td>
<td>.52462</td>
<td>.08301</td>
<td>.23004</td>
<td>.24002</td>
<td>.48669</td>
<td>-.00887</td>
</tr>
<tr>
<td>Functions and properties correct</td>
<td>-.14384</td>
<td>.68828</td>
<td>.08495</td>
<td>.17152</td>
<td>.05864</td>
<td>.09647</td>
</tr>
<tr>
<td>Gold plating</td>
<td>-.03734</td>
<td>.34691</td>
<td>.25577</td>
<td>.60022</td>
<td>.10082</td>
<td>-.23089</td>
</tr>
<tr>
<td>Requirement changes</td>
<td>.28515</td>
<td>.04586</td>
<td>.07563</td>
<td>.75526</td>
<td>.07941</td>
<td>.12582</td>
</tr>
<tr>
<td>Changes in timetable</td>
<td>.65640</td>
<td>.02312</td>
<td>-.09419</td>
<td>.47302</td>
<td>.01124</td>
<td>-.08475</td>
</tr>
<tr>
<td>Satisfaction with the user interface</td>
<td>.07839</td>
<td>.79661</td>
<td>-.12782</td>
<td>.12238</td>
<td>-.13369</td>
<td>.13935</td>
</tr>
<tr>
<td>Shortfalls in externally furnished components</td>
<td>.12644</td>
<td>.09566</td>
<td>.79357</td>
<td>.04726</td>
<td>.06017</td>
<td>.03823</td>
</tr>
<tr>
<td>Unrealistic expectation of the personnel's abilities</td>
<td>.01215</td>
<td>.21776</td>
<td>.27694</td>
<td>.04472</td>
<td>.15203</td>
<td>.57234</td>
</tr>
<tr>
<td>Evaluation of performance requirements</td>
<td>.10498</td>
<td>.33530</td>
<td>.02009</td>
<td>.10129</td>
<td>.49317</td>
<td>.38082</td>
</tr>
<tr>
<td>Success in externally performed tasks</td>
<td>.07044</td>
<td>-.06682</td>
<td>.83802</td>
<td>.12630</td>
<td>-.02520</td>
<td>.16717</td>
</tr>
<tr>
<td>Estimation of hardware and software capabilities</td>
<td>.16448</td>
<td>.62809</td>
<td>.19168</td>
<td>.04457</td>
<td>.47688</td>
<td>-.06653</td>
</tr>
</tbody>
</table>

Legend of the table: Grayed entries denote the entries that loaded, i.e., have a high correlation with the factors defined in the column.
resulted model. One variable (project canceling) was dropped from the final analysis since it did not load to any of the components. Overall, the result is statistically acceptable and represents a conservative number of factors (risk dimensions). The clarity of the model also makes its interpretation relatively straightforward. The six extracted risk components are:

1. scheduling and timing risks,
2. system functionality risks,
3. subcontracting risks,
4. requirement management risks,
5. resource usage and performance risks, and
6. personnel management risks.

We name the first factor “Scheduling and timing risks” since variables loading strongly to this factor relate to difficulties in scheduling the project correctly: problems in timetable, actual costs vs. estimated costs, changes in timetable (cf. “schedule risk” in [25]). All other items relating to this factor—wrong size estimates, managing project complexity, and estimates for personnel needs—are obvious reasons or consequences for problems in scheduling and timing. The second factor summarizes risk associated with getting the “System functionality” right. All variables loading deal with getting the system functionality correctly either from the user or from the technical point of view (satisfaction with the user interface, core functions and properties correct, and the estimation of hardware and software capabilities cf. “technical risk” [25]). It is also understandable that managing estimates of personnel needs relates to correct system functionality.

The third factor we call “Subcontracting” risks because success in managing externally performed tasks and shortfalls in externally furnished components both loaded strongly to this factor. Succeeding in estimating personnel needs seems to be connected to proper management of subcontracting. This is no wonder as poor management of subcontracting easily results and increased personnel needs. The fourth factor we call “Requirements management.” This risk component deals with project managers’ capability to manage the requirement change and avoid, e.g., gold plating. Both these items loaded strongly to the fourth factor. Continuous and uncontrolled changes in requirements lead to changes in timetables and make it difficult to keep resource consumption steady.

The fifth factor deals with “Resource usage and performance” risks. The variable loading highest to this factor is concerned with resource usage and deadline effect. The other items loading to this factor are: evaluation of performance requirements, managing project complexity, and estimation of hardware and software capabilities. Poor management of these goes together with a late and uncontrolled peak in project resource usage, i.e., the dead line effect (see, for example, [6]). The sixth factor we name “Personnel management” risks since the item loading most strongly deals with personnel risks (personnel shortfalls, cf. also “personnel” in [25]). Also, other items, like insufficient expertise and unrealistic expectations of the personnel’s abilities, deal with the personnel. Obviously, poor mastering of performance requirements typically puts personnel under major stress in the late stages of a project and thereby increases personnel risks. It is also understandable that keeping project resource consumption (i.e., personnel load) steady relates to personnel management risks.

When we compare these six risk components with the five risk factors established in Barki et al. [2], the following can be observed. Only one of them, personnel management (which Barki et al. denote the lack of expertise), is common. The five other risk dimensions recognized in our study deal with operational project management aspects, i.e., those which a project manager can and must influence throughout the project trajectory. In contrast, Barki et al. observed risk dimensions that are beyond managers’ operational control and which managers can and must recognize only before the project setup. These include the novelty of the project, the application size, or the organizational environment. It appears that our list extracts inherent risk dimensions of operative project management, whereas Barki et al.’s list extracts dimensions of IT investment risk in general.

The new list of six risk dimensions represents a more systematic set of risk components than Boehm’s original list from the point of view of a project manager. Overall, the dimensions span process management aspects (components 1, 5), task related risks (2, 4), actor related risks (6), and structure/actor related risks (3) (cf. [34]). One interesting point is that none of these components is solely technical. Instead, technological aspects are embedded into software risk components (system functionality, subcontracting, and resource usage and performance). The result also demonstrates that software development risk items can be presented in a shorter and more compact set. Yet, each item in Boehm’s original list can be mapped onto and presented with one component of the software development risk (see Appendix 1). For example, continuing requirement changes and gold plating are now linked to requirements management risks (see Appendix 1). The derived components also introduce new aspects of software risks (cf. resource usage and performance risks).

4 WHAT INFLUENCES SOFTWARE RISK COMPONENTS

A summary of how risk management influences software risk components is shown in Table 2. Similarly, a summary of how environmental variables influence the management of software risk components is given in Table 3. These results were obtained using ANOVA with multiple comparisons. Next, we shall discuss the impact of both types of variables on each risk component.

4.1 Scheduling and Timing Risks

Mitigation of scheduling and timing risks necessitates the consideration of both risk management practices and environmental contingencies. We identified six factors altogether that influence the management of scheduling and timing risks. These were:
Scheduling and timing risks seem to decrease linearly as more experience in using risk management methods is gathered. The group of project managers who had applied risk management methods in more than four projects performed significantly better than those who had less experience. Also, those who applied risk management methods continuously managed scheduling and timing risks significantly better than those who preferred to apply them only a few (four or less) times during a project. This finding is in line with the advice of published textbooks on the topic, i.e., risk identification “should be performed on a regular basis throughout the project” ([41]). Performance with scheduling and timing risks seems to improve with general project experience, as highlighted by the linearly increasing score of those project managers who have a larger experience base. When measured by the number of all managed projects, those project managers with only a few (one to four) projects scored significantly lower than those with 11 or more projects. If the person was managing only small projects (from six to 24 man months), an increase in scores was observed already after three projects. The size of the project seems to significantly determine the ability to manage scheduling and timing risks. This is in line with earlier studies that smaller projects introduce less complexity and have a higher likelihood of having early problem recognition ([38], [12]). Measured by three different variables—duration, man months, and actual costs of the last completed projects—we observed that the largest projects (longer than 21 months, larger than 50 man months, and costing more than 500,000 USD) performed significantly worse than the smaller ones. This can be formulated as a risk management strategy: Keep the project size as small as possible or decompose the project into smaller units.

We also observed that project managers operating within retail business, accommodation, and nutrition services managed schedule and timing risks significantly better than those in other industries. This is due to different—presumably simpler and more standardized—application types used in these industries (cf. system functionality risks and retail business) and differences in IT maturity. An interesting finding is that scheduling and timing risks were handled significantly worse by those managing projects working on interactive systems than those working with systems involving little interactivity. We assume that this reflects the low uncertainty of specifying functionality and accordingly estimating schedules while developing batch type systems. Overall, the results suggest that projects’ scheduling risk is mitigated by using experienced project managers, controlling the size of the projects, and by instituting risk management methods that direct organizations to conduct project reviews before and during the project execution.

### 4.2 System Functionality Risks

System functionality risks were influenced by the use of risk management methods, as well as environmental characteristics. The influencing factors are:

1. analysis of key decisions,
2. standardization level of risk management methods,
3. standardized linkages between risk management methods and other development methods,
4. industry,
5. project managers training, and
6. project manager’s experience.

These results suggest that risk management can help substantially in managing functionality risks. In particular, the results suggest that project managers should learn to
frequently analyze key decisions, apply and standardize the use of risk management methods in projects, and link risk management methods to become an inherent part of the overall development method (i.e., the process model or project management strategy). The findings can be explained as follows: Key decisions are often made separately without thinking of the actual software design. However, selecting hardware, choosing subcontractors, and setting timetables and budgets can have a tremendous effect on the ability to develop user-friendly and functional systems. This also indicates the importance of integrating risk management activities to other systems development methods and introducing risk management as a standardized process innovation.

Not surprisingly, the industry in which systems were developed also influenced the management of system functionality risks. Telecommunications, transportation, and retail business fared significantly better than other industries. We conjecture that this finding can be explained by the types of systems being developed within these industries. For example, systems in the retail business (e.g., point of sales systems) often represent standard solutions whose functionality is well-known. This makes the management of system functionality risks easier. Similarly, the telecommunication industry often develops systems based on well-structured and detailed standards and, therefore, these industries have developed more standardized ways of managing functionality risks due to the product-like nature of project outcomes.

<table>
<thead>
<tr>
<th>Risk component</th>
<th>Environmental variable</th>
<th>Aspect</th>
<th>F</th>
<th>Prob.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduling and timing risks</td>
<td>Branch: Accommodation and nutrition servicesa</td>
<td>O</td>
<td>10.1511</td>
<td>.0021</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Branch: retail business</td>
<td>O</td>
<td>5.9243</td>
<td>.0173</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Number of managed projects</td>
<td>I</td>
<td>4.3589</td>
<td>.0162</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Number of projects. 1/2 - 2 man years</td>
<td>I</td>
<td>3.9790</td>
<td>.0497</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Length of the last project (months)</td>
<td>I</td>
<td>4.5484</td>
<td>.0141</td>
<td>70  **</td>
</tr>
<tr>
<td></td>
<td>Man months of the last project</td>
<td>I</td>
<td>7.5653</td>
<td>.0011</td>
<td>68  ***</td>
</tr>
<tr>
<td></td>
<td>Actual cost of the last project</td>
<td>I</td>
<td>3.5791</td>
<td>.0539</td>
<td>49  *</td>
</tr>
<tr>
<td></td>
<td>Processing mode of the application</td>
<td>T</td>
<td>3.8322</td>
<td>.0261</td>
<td>77  *</td>
</tr>
<tr>
<td>System functionality risks</td>
<td>Branch: telecommunications</td>
<td>O</td>
<td>5.2520</td>
<td>.0247</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Branch: transportation</td>
<td>O</td>
<td>8.8410</td>
<td>.0040</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Branch: retail business</td>
<td>O</td>
<td>3.8187</td>
<td>.0544</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Training for data processing</td>
<td>I</td>
<td>3.0399</td>
<td>.0539</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Number of managed projects</td>
<td>I</td>
<td>3.0662</td>
<td>.0526</td>
<td>77  *</td>
</tr>
<tr>
<td>Subcontracting risks</td>
<td>Turnover 1989</td>
<td>O</td>
<td>3.5919</td>
<td>.0375</td>
<td>40  *</td>
</tr>
<tr>
<td></td>
<td>Turnover 1990</td>
<td>O</td>
<td>3.4431</td>
<td>.0406</td>
<td>48  *</td>
</tr>
<tr>
<td></td>
<td>Training for project management</td>
<td>I</td>
<td>4.7347</td>
<td>.0116</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Number of managed projects (over 20)</td>
<td>I</td>
<td>5.8983</td>
<td>.0176</td>
<td>77  **</td>
</tr>
<tr>
<td>Requirements management risks</td>
<td>Degree of distributed hardware architectureb</td>
<td>T</td>
<td>7.5197</td>
<td>.0076</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Processing mode of the application</td>
<td>T</td>
<td>3.3522</td>
<td>.0404</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Obligation to use design and analysis procedure</td>
<td>T</td>
<td>4.8027</td>
<td>.0109</td>
<td>77  **</td>
</tr>
<tr>
<td></td>
<td>Project management system</td>
<td>T</td>
<td>3.1852</td>
<td>.0182</td>
<td>77  **</td>
</tr>
<tr>
<td>Resource usage and performance risks</td>
<td>Branch: Wood and pulp industry</td>
<td>O</td>
<td>4.3162</td>
<td>.0412</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Branch: Public administration and defense</td>
<td>O</td>
<td>3.7849</td>
<td>.0555</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Turnover 1991</td>
<td>O</td>
<td>3.0994</td>
<td>.0542</td>
<td>51  *</td>
</tr>
<tr>
<td>Personnel management risks</td>
<td>Branch: Construction</td>
<td>O</td>
<td>3.6681</td>
<td>.0593</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Education for data processing</td>
<td>I</td>
<td>3.2910</td>
<td>.0427</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Degree of distributed hardware architecture</td>
<td>T</td>
<td>4.5442</td>
<td>.0363</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Use of analysis and design methodsc</td>
<td>T</td>
<td>3.6502</td>
<td>.0308</td>
<td>77  *</td>
</tr>
<tr>
<td></td>
<td>Project management system</td>
<td>T</td>
<td>3.3384</td>
<td>.0145</td>
<td>77  **</td>
</tr>
</tbody>
</table>

Legend of the table: the asterisked entries denote the different significance levels observed (* .05, ** .01, *** .001). a Levene test for homogeneity of variances with 2.6767 with p-value 0.059. b Levene test for homogeneity of variances 5.2007 with p-value 0.025. c Levene test for homogeneity of variances 4.5897 with p-value 0.013. d This acronym referes to whether the environmental item relates to individual characteristics (I), environment (O), or technology (T).
The study also suggests that the project manager’s characteristics affect the exposure to system functionality risk. Extensive project experience seems to positively influence the mitigation of functionality risk. Those project managers who had managed more than 10 projects mastered system functionality risks significantly better than those with less experience. In addition, a project manager’s level of education in computing had a clear impact on this risk. According to the results, project managers scored better if they had more education in computing. In particular, we identified a statistically significant difference between best scoring individuals, who had a major in computing, and the lowest scoring individuals, who had only on-site training. We assume that these findings demonstrate that extensive education is able to equip students with more systematic methods to deal with system functionality. Overall, the management of functionality risks can be improved by installing risk management methods (in particular, analysis of key decisions), integrating standardized risk management methods with normal development guidelines, and by hiring experienced and well-educated project managers.

4.3 Subcontracting Risks

Three environmental factors influenced the management of subcontracting risks: 1) the amount of project management training, 2) experience in managing large projects, and 3) the size of the software organization. Note that, surprisingly, none of the risk management practices directly influenced the control of subcontracting risk. This can signal a weakness in the coverage of the risk management methods used. Interestingly, general project management training did not help in mitigating subcontracting risks. In fact, for some reason, those who had almost no training scored best. However, their scores differed statistically significantly only from those with some training (not those with plenty of training). Nevertheless, this may indicate that problems of subcontracting are not widely covered in project management training. Extensive project management experience helped best to cope with the subcontracting risks, as those who had managed more than 20 projects scored significantly better than those with less experience. Improvements with subcontracting risks were related to the organizational size: project managers within middle-sized enterprises (turnover from $1,750,000 to $5,250,000) scored best. Their score also differed significantly from those project managers who worked in larger organizations. This is quite understandable as larger organizations use more subcontracting and thus face related risks. This risk item is once again best managed by building on the experience in managing projects. Another approach to consider is to explicitly improve practices around controlling contracted software management (like including it in project management training).

4.4 Requirement Management Risks

Two risk management aspects and four environmental factors help mitigate requirements management risks. This finding is interesting as requirements management has been identified as one of the most critical aspects in software development ([15], [17], [31], [43], [28]). Managing requirements is improved by a commitment to apply risk management methods and by focusing—frequently, rather than seldom—on analyzing poorly defined parts of a project plan or specifications. Interestingly, Boehm ([8]) does not relate the analysis of poorly defined parts to managing requirements changes. Instead, Boehm suggests high change threshold, information hiding, and incremental development as means to manage requirements changes. Nevertheless, ignored project factors that result from the lack of understanding obtained from a detailed decomposition of project plans and system functionality cause unwanted surprises and uncontrolled requirements changes.

Environmental factors influencing the requirement risks were

1. project management systems,
2. use of development methods,
3. hardware architecture, and
4. application type.

Interestingly, those respondents who had developed their own project management system scored significantly better in requirements management than those with a commercial project management system (MS Project, PMW, or other commercial tool). These findings can be understood as an outcome of “everything in control” illusion created by the fancy graphical illustrations found in some project management tools. In this way, they can hide requirements management problems, e.g., poorly defined parts of developed system. Moreover, an organization’s own project management system may have an inherently better fit with that organization’s requirements management process. Project managers employed by organizations mandating the use of development methods also scored significantly better than others. This confirms Humphrey’s ([23]) observations that a disciplined systems environment helps control development processes. Project managers working with centralized architectures managed requirements risks significantly better than those developing systems with distributed architectures. Distributed systems offer more “bells and whistles” to develop fancy user interfaces and, consequently, less managerial control can be exercised. Managers working with interactive systems managed requirements better in comparison to those engaged with less interactive batch oriented software (statistical difference between groups with high and moderate interactivity). The better scores in applications with high interactivity are probably an outcome of a faster feedback loop when the development environment supports interface prototyping.

To summarize, management of requirements change can be improved by paying early attention to poorly defined parts and system functionality, standardizing the use of risk management methods, and structuring the development process. Decisions about target architectures and the type of system functionality also affect the risk component.

4.5 Resource Usage and Performance Risks

Three factors can influence resource usage and performance risks: 1) experience with risk management methods, 2) the industry, and 3) the size of the software organization. Management of resource usage and performance risks was improved with the experience of using risk management.
methods. The group of project managers who had applied risk management methods in more than four projects performed significantly better than those who had less experience. This highlights the importance of investing in gaining experience and developing an organizational experience base (cf. [3]). This seems to be true in particular of managing resource usage and performance risks. These risks especially troubled organizations delivering software to the wood and pulp industry, the public sector, and the defense industry. This may be due to the high performance requirements and complexity typical to these industries (process control and military systems).\(^7\)

The results show that project managers within smaller organizations (turnover $1,750,000 or less) manage resource usage risks significantly better than those in larger organizations (turnover $5,250,000 or more). Larger organizations usually develop more complex and performance intensive systems with which this risk forms an issue.

### 4.6 Personnel Management Risks

Personnel risks correlate with seven different factors:

1. extent of applying risk management methods,
2. degree of standardization of risk management methods,
3. industry,
4. project managers’ education,
5. hardware architecture,
6. use of analysis and design methods, and
7. the type of project management system.

Two risk management aspects relate to managing personnel risks: The wider the use of risk management methods, the better personnel risks are managed. Organizations where nearly all personnel utilized risk management methods performed significantly better than those where only one or a few applied them. Similarly, the scores were better if the risk management methods were standardized. In particular, we observed a statistically significant difference between project managers who reported voluntary use of risk management in contrast to those reporting obligatory use. Thus, general risk awareness is likely to increase the propensity to evaluate personnel risks in that it enables the identification of risks that are often organizationally sensitive. It demands more courage to air such risks if organizationally accepted risk management procedures are not available.

Interestingly, managers who worked with central computer architectures managed personnel risks better. This result reflects the greater uncertainty related to distributed systems. Complex innovations like distributed systems and client-server architectures, just becoming popular at the time of the survey, will increase unrealistic expectations of personnel’s skills and the lack of expertise is a result of this. Not surprisingly, personnel risks were better managed by organizations that applied disciplined analysis and design procedures (see, e.g., [23]). Those project managers for whom the use of analysis and design methods was obligatory performed significantly better than those for whom the use was voluntary or recommended. Mature software organizations can better involve concerns related to personnel risk into their development practices. In addition, personnel management risks were better managed by those who used a tailored project management system. A significant difference was observed when comparing project managers with no project management system with those using PMW and those using another commercial system (other than MS Project). The explanation of this finding is straightforward: A tailored project management system seems to fit better to organizational needs and is thus more easily accepted and used. Hence, these systems are more likely to indicate insufficient expertise, unrealistic expectations of personnel’s skills, etc.

In addition, the level of a project manager’s computing education had a significant impact on the management of personnel risk. In general project managers scored better the more computing education they had. We identified a statistically significant difference between the best scoring individuals who had a major in computing in university and the lowest scoring individuals who had only on-site training. We observed also that the industry type influences the management of personnel risks. Organizations in the construction industry were weak in managing personnel risks. We assume that this relates to the types of systems being developed, sensitivity to market fluctuations, and development strategies employed.

### 5 Summary and Conclusions

In this paper, we have sought answers to two questions concerning software risk management: 1) What are the components of software development risk? and 2) what factors influence these components of risk? Using self-reported data from 83 project managers (covering nearly 1,100 projects), we derived six software risk components. These are:

1. scheduling and timing risks,
2. system functionality risks,
3. subcontracting risks,
4. requirements management risks,
5. resource usage and performance risks, and
6. personnel management risks.

The components embody essential dimensions of software risk and thus suggest a more manageable set of aspects that need to be heeded in software projects. The study also provides encouraging evidence of how the use of risk management methods can address some of these risks when properly aligned with other organizational procedures. At the same time, the study recommends that software organizations must tailor their risk management efforts to their development environment. The multiple comparison ANOVA analysis with the identified components reveals that risk management methods can help in managing several risk components. However, fewer relationships were detected between risk management and risk components than expected. For example, techniques that draw upon the traditional risk concept (risk exposure, risk reduction leverage) did not significantly reduce any risk

---

\(^7\) Strong market fluctuations typical to the wood and pulp industry can make resource allocation difficult. Difficulties with resource usage and performance risks in the public sector are eloquently exemplified by Beynon-Davis ([6]).
component. This finding is analogous with empirical studies of management behavior ([35], [11]). Furthermore, no risk management measure affected subcontracting risks. Two widely used risk management techniques, analysis of key decisions and decomposition analysis, were found to be effective in mitigating system functionality and requirements management risks. Moreover, general awareness of software risks and their management was found to reduce requirements management risks. In addition, we observed that some features of risk management practices, like cumulated experience, organizational scope, their frequency of use, standardization, and linkages with other organizational procedures, had an effect. Hence, software risk management offers one important area for developing an organizational experience base ([3]).

All three environmental aspects influence the management of risk components. The analysis results suggest that software risk management is affected by the selection of target platforms, the use of disciplined development process, leveraging on experience, hiring well-educated people, and proper scoping of projects. These characteristics significantly influenced all risk components. An interesting observation is that technological attributes did not influence resource usage and performance risks in any way. This finding appears contradictory and should, therefore, especially be confirmed in future research. Another interesting finding is that the project size and domain did not relate to managing requirements risks. Overall, these results vividly illustrate the importance of understanding how environmental issues affect system development risk and lend strong support for contingency oriented systems development practices ([117], [30]).

Our advice for project managers can be formulated in simple terms. We encourage project managers to carefully identify and manage the six software risk components derived in this study. We also encourage project managers to take risk management methods seriously and develop an experience base of their use. Our results show that project managers in experienced software development organizations fared better in managing software risks. Project managers should also keep in mind that a variety of environmental contingencies affect the management of these risks. In this study, we identified several such organizational, technological, and individual characteristics. Some of these may not be in the direct control of the project manager (e.g., setting project deadlines, making decisions concerning subcontracting, or introducing improvements in the overall software process). They are, however, crucial issues to pay attention to and to take actions to reduce risks related to them.

Our findings need to be interpreted with caution. First, the selection of items in Boehm’s original study on “top 10” risks may be biased due to the emphasis placed on large contracted software projects in the defense industry ([43]). Unfortunately, there is not much documentation of how the list was derived and how the risk items were ranked. Boehm only mentions that the list is “based on a survey of several experienced project managers” ([8, p. 35]) that covered interview data and project databases ([9]). As found during our pilot study, Boehm’s list does not include all risk items which project managers mentioned to be important (see Appendix 3) and it was therefore expanded. We should also be aware that our study focuses exclusively on project managers’ perceptions of managing project related software risks and ignores important risk items that relate to the broader management environment, including political risks, business risks, and implementation risks ([34], [45]).

There are also some limitations related to the research method used. First, the study was solely based on project managers’ self-reports. In future, we need to supplement these perceptual measures with factual behavioral and economic measures. The second problem is a possible sampling bias in using data from one country, though our sample was representative in terms of industries covered and types of systems developed. Third, our study shares the limitations of survey studies in establishing causal inference—it was a single period study without a control group ([121]). Moreover, the organization of the survey did not give us a mechanism to control the impact of historical incidents (both the personal history and a project phase) on respondent’s responses. Therefore, respondents’ evaluations may be biased due to anchoring effects and bias in viewing personal history. Changes in software risk management practices do, unfortunately, take place slowly. Therefore, we assume that sufficiently reliable measures of risk management performance were obtained. Based on statistical validity measures, we can assume that the obtained responses reflect the perceptions of project managers on overall risk management performance relatively well. The results obtained can thus be viewed as indications of causal connections.

The validity and generalizability of our findings can be improved in the future by using designs that can remove the limitations. We need to improve the instrumentation, use several measurement points (before and after the use of risk management methods), extend the study to other environments, and introduce quasi-experimental research designs (by controlling environmental variation). We invite both researchers and project managers to utilize our results when suggesting new measures to address components of software risk.

**Appendix 1**

Table 4 shows Boehm’s top 10 risk list and the stakeholder perspectives concerned.

**Appendix 2**

Table 5 shows part of the questionnaire used to create our measurement for risk management performance. Respondents were given the following directions:

In the following, we present a list of statements describing your projects. Mark an appropriate alternative for each statement based on your experience. Choose one alternative based on how often the described situation occurs.

---

8. This can be due to the fact that we had very few observations from organizations that used such methods.

9. For example, self-induced risks, such as those observed during project escalation ([26]).
APPENDIX 3
Validation of the Survey Instrument and Control of Sampling Bias

Using Straub’s ([46]) list of questions, we describe how the instrument was validated.

Content Validity

This question addresses whether instrument measures are drawn from all possible measures of the properties under investigation, i.e., are questions drawn from a representative universal pool. Because software risk measurement and software risk management performance are not well-understood areas, the issue of content validity is a serious one. We examined the available literature on software risk management, thus soliciting our questions from a representative sample. Boehm’s list provided a good starting point due to its popularity and its wide empirical coverage (cf. [34]). Also, Boehm’s study focused on a sample similar to that in our study. Boehm’s list became our primary source as we discovered no other published studies on software risk items by the time of designing and implementing the research. We interviewed five experienced project managers and qualified researchers to find out how representative our set of questions was. This led to adding some new items to the risk management performance part as they were not captured by Boehm’s notion. These related to managing process aspects such as deadline effect, project cancellation, stable time consumption, project complexity, and constant schedule changes (for details, refer to Appendices 1 and 2). Some of these items have also been identified elsewhere: cf. task and application complexity in Barki et al. ([2]), project escalation

<table>
<thead>
<tr>
<th>#</th>
<th>Name of the risk item</th>
<th>Description</th>
<th>Stakeholder concerned</th>
<th>Software risk component related to</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Personnel shortfalls</td>
<td>Lack of qualified personnel and their change</td>
<td>Customer, users,</td>
<td>Personnel management risks</td>
</tr>
<tr>
<td>2</td>
<td>Unrealistic schedules and budgets</td>
<td>Development time and budget estimated incorrectly (too low)</td>
<td>Customers, bosses,</td>
<td>Scheduling and timing</td>
</tr>
<tr>
<td>3</td>
<td>Developing wrong software functions</td>
<td>Development of software functions that are not needed or are wrongly specified</td>
<td>User, project manager</td>
<td>System functionality</td>
</tr>
<tr>
<td>4</td>
<td>Developing wrong user interface</td>
<td>Inadequate or difficult user interface</td>
<td>User, project manager</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Gold plating</td>
<td>Adding unnecessary features (&quot;whistles and bells&quot;) to software because of professional interest or pride or user’s demands</td>
<td>Subordinates, users,</td>
<td>Requirements management</td>
</tr>
<tr>
<td>6</td>
<td>Continuing stream of requirement changes</td>
<td>Uncontrolled and unpredictable change of system functions and features</td>
<td>Subordinates, user,</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Shortfalls in externally furnished components</td>
<td>Poor quality of system components that have been delivered externally</td>
<td>Customers, bosses,</td>
<td>Sub-contracting</td>
</tr>
<tr>
<td>8</td>
<td>Shortfalls in externally performed tasks</td>
<td>Poor quality or unpredictable accomplishment of tasks that are performed outside the organization</td>
<td>Customers, bosses,</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Real-time performance shortfalls</td>
<td>Poor performance of the resulting system</td>
<td>Users, customer,</td>
<td>Resource usage and performance</td>
</tr>
<tr>
<td>10</td>
<td>Straining computer science capabilities</td>
<td>Inability to implement the system because of lacking technical solutions and computing power</td>
<td>Subordinates, users,</td>
<td></td>
</tr>
</tbody>
</table>

11 Stakeholder groups by Boehm and Ross [10]; subordinates and bosses denote those of a project manager.
in Keil and Mixon ([27]), “were put under pressure to complete system quickly” by Beynon-Davis ([6, p. 1,162]), and artificial deadlines in Schmidt et al. ([45]).

Construct Validity

This question addresses whether the measures show stability across methodologies, i.e., that the data is a reflection of true scores or artifacts of the kind of instrument chosen. We sought to improve construct validity with several measures. First, we compared the data from our project manager interviews to the questionnaire data to resolve possible bias ([42]). Second, we conducted pilot tests which led to modifications in the questionnaire which improved both the content and construct validity. Moreover, during pilot testing, we asked the respondents to make suggestions to improve the questionnaire, e.g., by removing some items and adding new ones. This step introduced some amendments (for details, refer to Appendices 1 and 2). We also analyzed the possible discrepancies or variations in answers, but found none. The principal components analysis performed and reported in this paper provides itself a measure of the construct validity. As can be

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>Measurement for Risk Management Performance</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Hardly ever</th>
<th>Rather seldom</th>
<th>Half often</th>
<th>Rather often</th>
<th>Almost always</th>
<th>Boehm’s risk #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Your project has considerable problems due to personnel shortfalls.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Your project is completed according to the timetable.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Resource consumption reaches its top as you approach your project deadline.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>***</td>
</tr>
<tr>
<td>Actual project costs and estimated costs are nearly equal in your projects.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Your project is canceled before completing it.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>***</td>
</tr>
<tr>
<td>A failure to estimate project size interferes considerably with the implementation.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>(2)</td>
</tr>
<tr>
<td>Demand of personnel is estimated correctly in your project</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>(1)</td>
</tr>
<tr>
<td>Time consumption of your project is constant.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>***</td>
</tr>
<tr>
<td>Your personnel’s expertise in methods, software, and equipment is insufficient.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>(1)</td>
</tr>
<tr>
<td>The complexity of your project and its effects are easy to manage.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>***</td>
</tr>
<tr>
<td>Developed software functions and properties meet with users’ needs.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Developed software includes complex, but only marginally useful properties.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Software requirements are continuously changed.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Your project timetable is changed continually.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>***</td>
</tr>
<tr>
<td>Users are not satisfied with the implemented user interface.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Externally purchased components and equipment meet their expectations in your project.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>You have unrealistic expectations of the project members’ skills.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>(1)</td>
</tr>
<tr>
<td>Performance requirements (response time, computing efficiency) are estimated incorrectly.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Subcontracted tasks in the project are performed as expected.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Software and hardware capabilities are estimated incorrectly.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

12 This column has been added here to clarify how to match the items with original Boehm’s list of top 10 risk items presented in Appendix 1. Numbers relate to associated Boehm’s risk items. The questions marked with numbers in brackets denote entries that were identified in the pilot study, but do more or less relate to a risk item in Boehm’s list. Dashed entries were identified in the pilot study, but do not relate to Boehm’s list.
seen in Table 1, variables relating to each other loaded on the same factors, constituting six different constructs of software development risk. Hence, the construct validity can be regarded as sufficient.

**Reliability**

This question shows the measures’ stability across the units of the observation, i.e., that a respondent answers the same or approximately the same questions the same way each time. The idea in improving reliability is to decrease the possibility that the measure is due to misunderstanding, error, or mistake, but instead reveals the true score. We utilized pilot tests to improve the reliability of our survey instrument. In particular, we carefully tested that all interviewees could understand the questionnaire items so that they could provide an unambiguous answer to each question. In order to improve this, technical terms (such as gold plating) were explained in the questionnaire. Moreover, we reduced potential misunderstanding by paraphrasing the questions concerning the use of specific risk management methods in a manner where a respondent did not know that he is being asked the use of a risk management method. This was done purposefully because many project managers do not necessarily know the technical terms of “risk identification, risk assessment” ([7]). Usually, high correlations between alternative measures or large Cronbach alphas are signs that measures are reliable ([14]). We computed Cronbach alphas for each component of software development risk (dependent variables in our study) by including the loading variables into the computation. The resulting Cronbach alphas for each component of software development risk are either close to or well over 0.60 (see Table 6) and we consider them satisfactory for our exploratory research setting (cf. [40]). The measures were also tested for homogeneity of variance (Levene test) and normal distribution (Kolmogorov-Smirnov test), which were all met. This shows that no “floor” or “ceiling” effects were observed due to misunderstanding or measurement reactivity.

**Sampling Bias**

We also carefully investigated reasons for not responding by calling 24 persons who had not replied. No bias in reasons for not responding was revealed. In fact, more bias would have been observed because 25 percent of non-respondents contacted had no experience in project management or their current job was not related to project management. Moreover, the investigation revealed that about 13 percent of the addresses used were out dated and we could not reach the person. The investigation also reveals that 55 percent of persons did not respond due to the fact that they had too little time or they never responded to any surveys. Similarly, one person considered the necessary background information (e.g., turnover figures) too hard to find. One person did not reply because the questions were inappropriate for his task. These findings suggest that some bias may be related to our results (e.g., an overly positive status of managing software development risks). However, we have a reasonable amount of evidence to warrant our claim that missing responses would have not considerably improved the reliability of our results.

**TABLE 6**

<table>
<thead>
<tr>
<th>Component of software development risk</th>
<th>Alpha(^{13})</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scheduling and timing risks</strong></td>
<td></td>
</tr>
<tr>
<td>Problems in timetable</td>
<td>.7307</td>
</tr>
<tr>
<td>Actual costs vs. estimated costs</td>
<td>.7750</td>
</tr>
<tr>
<td>Changes in timetable</td>
<td>.7742</td>
</tr>
<tr>
<td>Wrong size estimates</td>
<td>.7602</td>
</tr>
<tr>
<td>Managing project complexity</td>
<td>.7700</td>
</tr>
<tr>
<td>Estimates for personnel need</td>
<td>.7727</td>
</tr>
<tr>
<td><strong>System functionality risks</strong></td>
<td>.6342</td>
</tr>
<tr>
<td>Satisfaction with user interface</td>
<td>.5394</td>
</tr>
<tr>
<td>Functions and properties correct</td>
<td>.6475</td>
</tr>
<tr>
<td>Estimation of hardware and software capabilities</td>
<td>.4798</td>
</tr>
<tr>
<td>Estimates for personnel need</td>
<td>.5625</td>
</tr>
<tr>
<td><strong>Sub-contracting risks</strong></td>
<td>.6648</td>
</tr>
<tr>
<td>Success in externally performed tasks</td>
<td>.5443</td>
</tr>
<tr>
<td>Shortfalls in externally furnished components</td>
<td>.4620</td>
</tr>
<tr>
<td>Estimates for personnel needs</td>
<td>.6688</td>
</tr>
<tr>
<td><strong>Requirement management risks</strong></td>
<td>.5972</td>
</tr>
<tr>
<td>Requirement changes</td>
<td>.3479</td>
</tr>
<tr>
<td>Gold plating</td>
<td>.5786</td>
</tr>
<tr>
<td>Steady consumption of time</td>
<td>.6055</td>
</tr>
<tr>
<td>Changes in timetable</td>
<td>.5330</td>
</tr>
<tr>
<td><strong>Resource usage and performance risks</strong></td>
<td>.6559</td>
</tr>
<tr>
<td>Resource usage and deadline</td>
<td>.6696</td>
</tr>
<tr>
<td>Evaluation of performance requirements</td>
<td>.5380</td>
</tr>
<tr>
<td>Managing project complexity</td>
<td>.5968</td>
</tr>
<tr>
<td>Estimation of hardware and software capabilities</td>
<td>.5429</td>
</tr>
<tr>
<td><strong>Personnel management risks</strong></td>
<td>.5550</td>
</tr>
<tr>
<td>Personnel shortfalls</td>
<td>.5114</td>
</tr>
<tr>
<td>Unrealistic expectation of personnel’s abilities</td>
<td>.4986</td>
</tr>
<tr>
<td>Steady consumption of time</td>
<td>.5361</td>
</tr>
<tr>
<td>Insufficient expertise</td>
<td>.5037</td>
</tr>
<tr>
<td>Evaluation of performance requirements</td>
<td>.4427</td>
</tr>
</tbody>
</table>

\(^{13}\)The alphas presented for each loading variable denote the resulting Cronbach alphas when this particular variable has been deleted.
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