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ABSTRACT The prefix problem 1s to compute all the products x o x;° -+ oxx for 1 = &k < n, where © 1s an
associative operation A recursive construction s used to obtan a product circuit for solving the prefix problem
which has depth exactly [log.n] and size bounded by 4n An applicauon yields fast, small Boolean circuits
to simulate finite-state transducers. By simulating a sequential adder, a Boolean circunt which has depth
2[logn] + 2 and size bounded by 14n 15 obtained for n-bit binary addition The size can be decreased significantly
by permutting the depth to increase by an additive constant
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1. Introduction

Many algorithmic problems are easy to solve sequentially with finite memory. Examples
are the addition of two binary numbers and the division of a binary number by a constant.
By way of contrast, efficient parallel solutions to these same problems (restricted to inputs
of a fixed length) seem complicated and mysterious and highly dependent on special
properties of the particular problem. For example, the “carry lookahead” circuit for binary
addition [6, 10] seems to rely on the details of carry propagation for its operation.

In this paper we give a general method for deriving efficient parallel solutions to the
fixed-length version of any problem solved by a finite-state transducer. Our construction
consists of two parts. First we exhibit a class of efficient parallel solutions to a fundamental
abstract problem, the prefix problem. We then show how to use such a solution to
“simulate” a finite-state transducer efficiently. The result is an efficient parallel solution to
the original problem solved by the finite-state transducer.

Let o be an associative operation on a domain D. The prefix problem is to compute, for
given xi, ..., X» € D, each of the products x;oxz20 e oxp, | Sk < n.

By analogy with Boolean combinational circuits [7, 8], we consider product circuits,
which are directed acyclic oriented graphs. Each node of indegree 2 represents a product
of its two inputs. All other nodes have indegree 0 and are labeled with an integer between
1 and n. These are the input nodes. With each node v we associate an element of D in the
obvious way.

We consider two complexity measures on a product circuit A4, C(A"), the size, is the
number of product nodes in .4, and D(.4"), the depth, is the maximum number of product
nodes on any directed path in 4. For example, the circuit of Figure 1 has depth 3, size 4,
and computes x; °x3° x3° Xz °x3 Note that 1t also computes x; °x3°x3°xz, X3 °x3, and
X3°Xa.
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The depth of a circuit corresponds to the computation time in a parallel computation
environment, whereas the size represents the amount of hardware required. For the prefix
problem it is straightforward to construct a circuit of the minimum possible size, n — 1, but
its depth is also n — 1. Similarly, it is not difficult to find a circuit of depth exactly [log.n],
the minimum possible depth, but the immediate recursive construction yields a circuit of
size (n log n).! In Section 2 we find a solution to the prefix problem of minimum depth
[logon] and size <4n.

In Section 3 we obtain a family of circuits for simulating a given arbitrary finite-state
transducer on inputs of length n which all have depth O(log n) and size O(n). In Section
4 we apply those constructions to the simple machine for binary addition of Figure 2 and
analyze the constants carefully. One result of our general methods is a circuit of
size 8n + 6 and depth 4[logzn] + 2 which is essentially the same as the “carry looka-
head” adder [10]. Changing the parameters of the construction decreases the depth to only
2flogzn] + 2, while the size increases to 14n, which is possibly advantageous in certain
practical situations. Asymptotically, there is still a factor-of-2 gap between the depth
achieved by our general methods and the best depth obtainable for addition. Brent has an
adder of depth log.n + O(Vlogzn), but its size is Q(n logen) [2]. Krapchenko achieves the
same bound on depth with a linear size circuit [5, 8].

2. Circuits for the Prefix Problem

In this section we define a family of circuits Z4(n) for solving the prefix problem on n
inputs. For each k the depth D(Z(n)) < k + [logen]. The size C(Pu(n)) < 2(1 + 1/2%)n
— 4 forall n = 1 and 0 < k < [logen]. For small n the size is substantially smaller than this
bound would suggest.

The recursive construction of Zy(n) is shown in Figure 3, and the construction of 2, (n)
for k = 1 is shown in Figure 4. When n = 1, %(n) is simply a single input node and
contains no products. In the figures, circles represent concatenation nodes.

Figure 5 illustrates the construction of %(n) for small values of n.

ANALYSIS OF S1ZE AND DEPTH. That the constructions achieve the desired depth
follows easily by induction, given the additional fact, also proved by induction, that the
last output in Z(n) has depth exactly [logon], even when k > 0. The correctness of the
construction is also easily shown by induction and is left to the reader.

Let Sx(n) = C(Z(n)). Then S satisfies the following recurrences:

sir-s (2] o ([z) g} o>
&@=&qq§

Sk(n) = Si1 ([

Sr(1)=0, k=0.
'f=Q(g) 1ff g = O(f).

)+n—l, neven and n=2, k=1

])+n—2, nodd and n=3, k=1,
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FiG 3. The construction of ZA(n).
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Fic 4 The construction of #.(n), k = |

When n is a power of 2, we get exact solutions

So(n) = 4n — F(5 + logzn) + 1,
Si(n) = 3n — F(4 + logzn),

and more generally, when 0 =< k < logan,

n 1
Sk(n)=So(E,;)+n-(2—--2—k:1-)—k

=2(l+%)n—F(5+logzn-k)+l—k.

Here F(m) denotes the mth Fibonacci number, and F(m) = (¢™ — ¢™)/V/5, where ¢ =
a+ V5)/2and ¢ =(1 - V5)/2 (cf. [3]). Thus for large n and fixed k, Sx(n) is bounded by
2(1 + 1/2%)n — a;, - n®®*** , where a; > 0 is a constant depending only on k. Some values
of Si(n) are shown in Figure 6.
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Fic 6 Sk(n) for n a small power of 2 Fic. 7. A solution to the 9-input

! prefix problem

When n is not a power of 2, we do not have an exact solution, but it is easily verified by
induction that Sx(n) < 2(1 + 1/2¥)n — 2, n = 1. In fact, we know that Z,(n) is not optimal
for n not a power of 2. For example, C(Z(9)) = 13, but the circuit of Figure 7 has size
only 12 since Sy(8) = 11, and it also has minimal depth 4. It is an open problem to
determine just how to split the circuit to optimize the construction using the methods of
Figures 3 and 4.

There is an analogy between product circuits and addition chains [4, 9]). Let D be the
natural numbers, o be ordinary addition, and fix each input to 1. Then the minimum size
circuit for computing a number 7 is exactly the length of the shortest addition chain for m.
A prefix circuit on n inputs under this interpretation constructs each of the integers from
I to n. Unlike most of the work on addition chains, we are interested in the depth as well
as in the size. As with addition chains, analysis becomes much more difficult for » not a
power of 2.

ANALYSIS OF FaNouT. The fanout of an input or product node in a circuit is its
outdegree, and the fanout of a circuit is the maximum fanout of any node. In some
applications, fanout is an important consideration along with size and depth.

For the circuits %.(n), we happen to be able to give an exact characterization of the
fanout. To begin, define the ith output node to be the one which computes the ith output
value of the network. A node which is neither an input nor an output node is said to be
internal. (In Figures 3-5 and 7 the output nodes are identified by vertical lines leading up
from the bottom, but these lines are not counted in the fanout calculations.)
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In Z.(n) the first output node is the first input node, and the other outputs are product
nodes. Every input node has fanout <2, and for every internal node there is an output
node of fanout at least as great. These facts are easily verified by induction on n, where the
induction hypothesis is strengthened to show that the first input has fanout <1 and no
output node has fanout exceeding n — 1. We conclude that the fanout of Z(n) equals the
maximum fanout of an output node unless that quantity is 1. That happens, as we shall
see, only for n < 3, in which case the fanout is easily determined from Figure 5.

Let fo(k, n, i) be the fanout of the ith output node of Z(n). An easy induction establishes
that fo(k, n, 1) = 1 for all n # 1 and fo(k, n, n) = 0 for all n. Also, fo(k, 3, 2) = 1. For
n=4and |1 <i<n, folk, n, i) satisfies the following recurrences:

-

fo(l, [;]1) if i< ; ;

. n if .__nj_
If k=0, fo(k, n, i) = 3 if i= 3
a—

0 if i> 5 .

0 if iisodd and i#|;

fo(k—l,[q,i)+l if iiseven and“i<n-l;
Ifk>0, fo(k,n,i)= 212

fo(k—l,[%],%) if iiseven and i=n~— I

Let Bk, n) = [(n + 2* — 1)/2*"'| + k. It can be shown that for all n > 2*,
fo(k, n, i) = B(k, n). Moreover, this bound is best possible; that is, there is an i(k, n) such
that fo(k, n, i(k, n)) = B(k, n). i(k, n) 1s given by the formula

n

2+t [F] it 2" <n=2"+ 2

ik, n) =

2%. [%1 if 0> 284 2k
Putting these results together with the fact that when n =< 2**' and k = 1, then %(n) =
P-1(n), we have a complete characterization of the fanout of Z(n) for all k and n.

3. Application to Finite-State Machines

A classic example of a sequential process is a finite-state transducer (cf. [1]). Given an
input of length n and an initial state, we show below how to compute in parallel the output
and final state. This method leads to the construction of fast Boolean circuits that simulate
finite-state transducers.

We use the Mealy model of a finite-state transducer which 1s a five-tuple M = (Q, Z, A,
8, v), where Q is a finite set of states, Z is the input alphabet, A is the output alphabet,
§:Q X Z — Q is the transition function, and y: Q X X — A is the output function.

For each input symbol a we define a function M,:Q — @ by gM, = 8(q, a). (The
argument to M, is on the left.) Given an input word aia; - - - ax, the state gM,, o M,, °

-+ oM,, is the state of M after reading a; --- a starting in state ¢, where o denotes
functional composition.

A parallel algorithm for computing the output and final state given the input a1a; -+
ar and the initial state go is

1 Compute Mo, M., , M., 1 parallel.
2 Compute N1 = M., N:= Mo oM, ..., Np = Moo Mg,° -+ o M, by a parallel prefix algorithm
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function
9P,
00 o]} 10
input function 00 00 00 10
function
*y g9r 9,p, or | 00 o1 10
00 00 g=xny o | o0 10 10
10 ol pex@y
o} ol g9=9,v (g, ~p,)
H IO p = pl A pz
Fic. 8 Computation of the function Fi. 9 Composition table

from the mputs.

3. Compute g1 = qoN1, g2 = qoN3, ..., gn = goN, 10 parallel
4. Compute by = y(qo, a1), b2 = y(qu, az), ..., bx = y(¢n-1, an) 1n parallel

The output is b1b; - - - b, and the final state is ..

Let ¢, (di) be the size (depth) of computing M., c: (d>) be the size (depth) of computing
functional composition, cs (ds) be the size (depth) of computing functional evaluation, and
¢4 (dy) be the size (depth) of computing y(g, a). Given an input of length n and an initial
state, the size and depth for computing the output and final state is

SIZE < cae(n) + (¢1 + ¢3 + ¢con,
DEPTH < dxd(n) + dh + ds + d,,

where c(n) (d(n)) is the size (depth) of a product circuit for solving the prefix problem.
(Note: we assume that the state ¢go can be coded or decoded at no cost.)

There are several ways of obtaining Boolean circuits from this method. One simple way
is to represent the M.’s as s X s Boolean matrices, where s is the number of states.
Functional composition 1s Boolean matrix multiplication, and functional evaluation is the
Boolean product of a matrix and a vector. For this representation, using the stan-
dard matrix multiplication algorithm and the prefix circuit % (or %, for fixed k),
we can construct a Boolean circuit for mnputs of length n with linear size and depth
(1 + logzs)logzn + d, where d is a constant depending only on M.

For a fixed finite-state machine there may be a particularly good representation for the
functions which would lead to a smaller or faster circuit. In the next section we find such
a representation for the addition finite-state machine of Figure 2.

4. Application to Binary Addition

Consider the finite-state transducer 4 of Figure 2. There are three functions Ao, Aoy = Ao,
An on states which are closed under composition. We repesent them by a pair of bits
g, p (for generate and propagate, respectively) as shown in Figure 8. The composition table
is shown in Figure 9, and the evaluation table in Figure 10.
From Figure 8 the inputs can be represented by the initial g, p pair, so we get the
output table shown in Figure 11.
By observation we can calculate the constants

C|=2, d1=l,
6‘2=3, dz=2,
C3=2, d3=2,
a=1, dy= 1.

The basic costs for addition are SIZE < 3¢(n) + 57 and DEPTH < 2d(n) + 4. There are
certain refinements that can be made.
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function inout
ap npu
ap
00 o]} 10
00 0l 10
0 0 o] [
state 0 o I (o]
s | o] ! 1 state
t 1 I 0 1
t=gv (s Ap) z=tep
FiG. 10 Evaluation table Fic 11. Output table.

0 L 2 3
DEPTH SIZE  DEPTH SIZE DEPTH SIZE _ DEPTH SIZE

4 6 20 8 20 10 20
8 8 52 10 49 12 49 14 49
number 16 i0 125 12 13 14 110 16 110

ofbls 35 | 12 286 | 4 250 | 16 238 | 18 235

64 14 632 16 539 18 503 20 491
128 16 1363 18 1141 20 1048 22 1012

Fic 12 DEPTH and SIZE of small adders

(1) Let the input state be the constant 0. The evaluation table reduces to ¢ = g. There
is no “evaluation,” so there is no need to compute p at the last level before step 3.
This results in a total savings of 3n in size and 2 in depth, so SIZE =< 3c¢(n) + 2n and
DEPTH =< 2d(n) + 2.

(2) We may obtain an n-bit adder with the state as an additional “carry-in” input by
forming an (n + 1)-bit adder which starts in state 0 and uses the lowest order bits to
simulate the incoming state. This observation leads to an adder of SIZE < 3¢(n + 1) + 2n
and DEPTH =2d(n + 1) + 2.

(3) These techniques can also be used to construct ones-complement adders. Because of
the “end-around” carry the input state is a function of the mnput numbers. The input state
is computed in step 2, which makes it available for step 3 where it is used. In this case the
adder has SIZE < 3¢(n) + 5n and DEPTH =< 2d(n) + 4.

Using the results of Section 2 and observation (1) above, it is seen that there exist
Boolean circuits to compute n-bit sums (with no carry in) of

6
SIZE = (8 + F)n and DEPTH =< 2 logan + 2k + 2

for 0 = k < logsn.

Notice that if we set k = logzn, then we obtain a circuit of SIZE = 8n + 6 and
DEPTH =< 4 logen + 2. These bounds are similar to those obtained for the “carry-
lookahead” adder [10]. We believe that our circuit 2 (n) for k = logen is essentially the
same as the “carry-lookahead” adder.

The table of Figure 12 illustrates the trade-offs that can be made between size and depth
in small adders. The numbers of Figure 12 are based on those of Figure 6 together with
observation (1).
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